
PRODUCTION
Magazine for logistics & production

4 / 2017

managerPRODUCTION

Dealing with uncertainty—The key to success

Kindred spirits: Deep Learning and Qualicision

Product report

PSImetals Release 5.15—
out-of-the-box interaction
Let the experts solve it 
together!

User report

Online optician Mister 
Spex relies on the PSIwms 
warehouse management 
system
Multi-channel and production 
supply

User report

PSIpenta provides  
end-to-end mapping of 
industry-typical project 
management processes 
HOLZ automation relies on a 
modern ERP system



2

4/2017

managerPRODUCTION

intelligence is used in various forms. 

Extended Fuzzy Logic, Monte Carlo 

methods, optimization heuristics and 

neural networks are components of 

PSI products. How Deep Neural Net-

works compare to Extended Fuzzy 

Logic in terms of the PSI FLS prod-

uct Qualicision please find out in the 

main article.

Sincerely yours

Dr. Rudolf Felix

Managing Director

PSI FLS  

Fuzzy Logik & Neuro Systeme GmbH

to eight images of hamsters out of a 

hundred search results. In an indus-

trial quality control with image pro-

cessing, however, a recognition rate 

of 92 percent is unacceptable. 

Nevertheless, artificial intelligence is 

a fascinating field and conquers in-

dustrial processes. At PSI artificial 
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Dear readers,

Deep learning and Convolutional 

Neuronal Networks (CNN), both 

currently almost equated with the 

broad field of artificial intelligence 

(AI), have long ago reached the con-

sumer. Whenever you search for ex-

ample the Internet for pictures and 

themes the techniques mentioned 

are usually active in the background. 

Even in special applications of pat-

tern and speech recognition these 

methods are successfully used, e.g. in 

language assistance systems. Alexa, 

Siri or Cortana are keywords here.

How about the usage of these tech-

niques in complex industrial pro-

cesses? When you search the Internet 

for pictures of cats then it does not 

matter whether you can find seven 
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For complex applications in produc-

tion control the automobile indus-

try relies on Artificial Intelligence in 

terms of Qualicision technology in 

over 120 production lines worldwide 

to calculate production sequences. 

Due to the enormous combinato-

rial complexity of the questions to be 

solved here, it is indispensable that 

these solutions handle the process-

related combinatorial uncertainty. 

Here, the relation to Deep Learning 

is strong. As with Qualicision, Deep 

Learning also requires controlled han-

dling of combinatorial complexity, 

and hence dealing with the combina-

torial uncertainty.

Deep Learning solves highly 
complex combinatorial problem 
The following comparison shows that 

both technologies are related. Exam-

ples are none other than the two 

widely noticed solutions AlphaGO 

and AlphaGO Zero. Both methods 

have solved the very complex com-

binatorial problem of mastering with 

algorithms the Asian game Go in an 

impressive way. Obviously, the com-

plexity of the game Go with a com-

binatorial dimension of two to the 

power of one thousand two hundred 

excludes a complete search. For com-

parison, the problem of machine chess 

already solved earlier has a complexity 

of two to the power of four hundred. 

How does AlphaGO manage to solve 

this? Roughly speaking, Go is under-

stood and modelled as a sequence 

of moves in the sense of a Markov 

decision-making process. The speed 

of computing systems, which has in-

creased enormously in recent years, 

has been combined with a very in-

telligent combination of a Monte 

Carlo Tree Search (MCTS) merged 

with two Deep Neural Networks into 

one architecture, with training du-

ration extending several weeks and 

supported by massive parallel com-

puting. In the end AlphaGO ran on 

forty so-called search threads on 1202 

CPUs and 176 GPUs in a parallel ar-

chitecture.

Learnt probability distribution
Algorithmically, the MCTS method 

in the breadth-first search, i. e. in the 

selection of the next possible move, 

was limited by the so-called Policy 

Neural Network. The policy network 

outputs a learnt probability distribu-

Artificial intelligence methods are an integral part of PSI prod-
ucts. Neural networks are used in the field of load forecast 
in energy transmission networks. Monte Carlo methods are 

employed in gas and oil pipeline management, while solutions for the 
metal industry use optimization heuristics such as simulated anneal-
ing. In the chemical and pharmaceutical sectors of the process indus-
try combinatory search techniques take centre stage. Extended Fuzzy 
Logic is applied in complex sequencing and regulatory tasks and in in-
dustrial image data processing. 

Dealing with uncertainty—The key to success 

Kindred spirits: Deep Learning and Qualicision
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tion in the search for the best possi-

ble moves, starting from a given posi-

tion. For limiting the search space, in 

the depth search the so-called value 

network is used, storing estimates in 

order to best evaluate the feasibil-

ity of a node without having to go 

through the underlying sub-depth ex-

plicitly. In an initialization phase Al-

phaGO’s policy network was trained 

with approximately thirty million hu-

man-played positions of the KGS Go 

server available on the Internet. 

The Value Network learned evalu-

ations of position nodes by playing 

This fascinating process converges 

and works brilliantly. In the later ver-

sion AlphaGO Zero, the system only 

played against itself with one single 

interconnected neural network cov-

ering both purposes. Thus, the input 

of the human-played games was no 

longer required.

However, AlphaGO and AlphaGO 

Zero take advantage of the fact that 

the rules of the game Go are clearly 

defined and the set of rules is fixed by 

definition. Thus, the search space of 

the game positions is enormous but fi-

nite the Japanese Rules of Go consist 

and, in combination with large, im-

pressive computing power, the means 

of probability calculation as a method 

for dealing with uncertainty may be 

applied.1

Sequencing in production
Now let us compare the game Go with 

the task of sequencing orders in an as-

sembly line. Not infrequently a car 

factory produces in a day two thou-

sand vehicles from an astronomically 

large number of order variants, which 

are to be sequenced in a way that 

meets the technical restrictions of the 

Figure 1: Excerpt of the Japanese Go Rules.

1Cf. www.heise.de/newsticker/meldung/Kuenstliche-Intelligenz-AlphaGo-Zero-uebertrumpft-AlphaGo-ohne-menschliches-Vorwissen-3865120.html
2Cf. www.cs.cmu.edu/~wjh/go/rules/Japanese.html

The main object of the game Go is to use your stones to form territories by surrounding vacant areas of the 

board, thus occupying larger territories than your opponent. The Go board consists of a grid of 19 horizontal 

and 19 vertical lines, with 361 intersections. The empty points which are horizontally and vertically adjacent 

to a stone are known as liberties (green squares).

In the upper diagrams, the white stone has four liberties and the black string has 6 liberties.

No isolated stone or solidly connected string of stones without liberties (horizontally or vertically adjacent empty 

points) can persist on the board. All stones without liberties (called prisoners) are removed from the board.

The lower diagram shows that white playing can set a stone on the liberty (green dot), thus capturing the black 

string.

You will find more Go rules and strategies at2.

The so-called game tree complexity can be estimated at about 21,200.

Moves and 
liberties

Capturing

against itself over and over again. In 

this manner AlphaGo distinguished 

more promising nodes from less prom-

ising nodes, improving that distinc-

tion by playing millions of games 

against itself. In this way, a so-called 

Reinforcement Learning Architec-

ture emerged, with MCTS as a search 

method and two Deep Neural Net-

works: the move selection network 

(Policy Network) and the sub-depth 

limitation network (Value Network). 

of fourteen articles and about twenty 

rules with related interpretive com-

ments (see Figure 1). In particular, the 

number of stone types is manageable: 

There are only two of them, white and 

black stones. Therefore, the resulting 

combinatorics is the uncertainty-giv-

ing element of the game due to its by 

enumeration de facto untreatable size.

In the end this kind of uncertainty 

bears the advantage that the law of 

large numbers can be assumed as valid 

assembly lines. Compared to the game 

Go these are the rules of the game in 

this context (see Figure 2). An exam-

ple of such rule is that after two or-

ders with a rear view camera at least 

two orders that do not include a rear 

view camera have to follow. A further 

example is that a white car in the se-

quence has to be followed at least by 

five more white cars. If a number of 

white cars have rear view cameras the 

result for the mentioned distance rule 
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• 20,000 basic model variants

• 10,000 parts and components per vehicle

• 200 extra equipment components

• The number of all theoretically possible car variants of all German car makers is 283, that is about 10,000,000,000,000,000,000,000,000

• Given a sequence length of 2,000 posi-
tions the result is almost beyond imag-
ination: approximately 220,000 possible 
sequences. For comparison: The num-
ber of atoms in the universe is about 2240 
and the combinatorics of Go is 21,200.

Figure 2: Dimensions of sequencing assembly orders in car factories. 

PSI FLS  

Fuzzy Logik & Neuro Systeme GmbH

Dr. Rudolf Felix

Managing Director

Phone: +49 231 9700921

felix@fuzzy.de

www.qualicision.de

results in a puzzle problem similar to 

that of a Go game. 

Certainly, the difference is that in a 

car assembly great many of such rules 

are to be considered, in most cases 

sixty to seventy, sometimes even over 

a hundred with interpretation toler-

ances. In addition, the number of or-

ders and their composition (number of 

rear view cameras, leather seats yes/no, 

different colours, etc.) dramatically in-

creases the complexity of sequencing. 

Applied to the comparison with the 

game Go, here the type of the stones 

is not only not set as in the game Go 

to two but the number of stone types 

is open. It may differ from day to day, 

because the orders in their composi-

tion can vary from day to day, which 

means that there is a different number 

of order types on a daily basis.

Qualicision goal conflict analysis
The Qualicision sequencing solutions 

work with the so-called Qualicision 

goal conflict analysis instead of prob-

ability distributions as a method for 

dealing with uncertainty. This is used 

to estimate the search space both 

in width and in depth for positive 

and negative relevance in the pro-

cess of calculating the sequence. The-

oretically it may also be considered 

as a Markov process. The underly-

ing methodology of the estimation is 

based on Fuzzy Logic and the so-called 

Fuzzy goal functions (impact curves). 

This solution works even if the rules of 

the game and the types of stone vary 

from game to game. As stated earlier 

the type of orders used in sequenc-

ing varies from day to day. Therefore,  

applying the law of large numbers in 

daily sequencing cannot be applied for 

learning. What has been learnt yester-

day can already be invalid today or at 

least differ.

Combinatorial complexity  
of sequencing
Considering the combinatorial com-

plexity of sequencing, for a sequence 

of two thousand order positions it can 

be estimated at approximately two 

to the power of twenty thousand. By 

comparison, as stated for the game Go 

with two to the power of one thou-

sand two hundred and for chess with 

two to the power of four hundred. 

The combinatorial complexity of se-

quencing in an automobile factory is 

thus ten times greater in the exponent 

than that of the game Go, and in the 

end by two to the power of eighteen 

thousand astronomically much larger. 

In comparison, the famous number 

of atoms in the universe seems very 

small with two to the power of two 

hundred and forty. Even though the 

“sequencing moves” that are actually 

permitted in sequencing reduce the 

combinatorics due to the restrictions 

of the assembly line, the uncertainty 

to be treated during sequencing is not 

treated with probabilities and Monte 

Carlo methods as in the case of the 

game Go but via fuzziness. Neverthe-

less, the intelligence of both meth-

ods is ultimately due to the intelligent 

management of uncertainty to limit 

the search space. 

In this sense, the methods used at Al-

phaGO and Qualicision are kindred 

spirits, as both accept that the explicit 

handling of uncertainty is the key to 

success. Projects that combine both 

methods in the future are already on-

going. It will be an exciting future.  




